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Probabilistic Tsunami Forecast (PTF) workflow



Objectives

● Adapting the PTF workflow to the 
PyCOMPSS manager

● Reducing ensemble size 
(monte-carlo sampling methods)

● Integrating data update 
(focal mechanism, tsunami data) for 
actualizing in real-time the forecasts

● Delivering intermediate PTF 
results

● Integration of additional tools: 
Ophidia, Datalogistic service...

PTF workflow adjustments for HPC system



● Ophidia : - post-processing
                     - data storage

Pycompss workflow manager



Pycompss workflow



Pycompss workflow: Step1, ensemble manager



Pycompss workflow: Step1, ensemble manager

10000-50000 scenarios                  500 scenarios→



Pycompss workflow: Step2, HySea simulations



Pycompss workflow: Step3, post-processing of the output



Pycompss workflow: Step3, post-processing of the output 



Pycompss workflow: Step3, post-processing of the output



Pycompss workflow: Data-driven update of the PTF



Pycompss workflow: Data-driven update of the PTF



Pycompss workflow: Step3, intermediate evaluation of the PTF



Pycompss workflow: Step3, intermediate evaluation of the PTF



Pycompss workflow: Step3, intermediate evaluation of the PTF



Pycompss workflow



Pycompss manager



                                                                 eFlows4HPC software stack

Data Analytics and Storage:
→ Data analytics: Ophidia
→ Data INPUT Catalog
→ Data OUTPUT repository: B2drop

Portability and logistic of the workflow:
→ TOSCA description 
→ Data pipelines, Data logistic service
→ Docker container

 Workflow registery:
→ eFlows4HPC github

Portability of the workflow to any HPC system



                Tsunami-HySEA

● Reduction of the ensemble size:

Reduction from 50000  to 500 scenarios

● GPU FTRT code:  

Normal grid: 
1 simu ~ 2min GPU time       
WF for 50000 simu on 150 nodes→2-3h
WF for 500 simu on 150 nodes → 5-10min

→ important in emergency context

High-resolution nested grids: 
1 simu ~ 1h GPU time
WF for 500 simu on 150 nodes→4-5h Ibiza: 5 m grid

Mediterranean basin : 1km grid

Use of HPC services for tsunami simulation 



                 Achievements

● PyCOMPSS manager

● Sampling and updating methods 
implemented 

● Intermediate PTF delivery

● Workflow tested and validated for 4 
different events (Boumerdes 2004, Kos-
Bodrum 2017, Samos 2020, Turkey 2023)

● Ready to be ported outside BSC: 
containerization

Conclusion

                  Prospects

● Porting the workflow and testing it with 
the data logistic, streams and storage 

● Integrating high-resolution grids and 
inundation calculation

● Testing to additional events and regions



Thank you

   eFlows4HPC partners:

Cordrie L., Selva J., Ejarque J., Bernardi F., Tonini R., Sánchez Linares C., Macías J., S. Gibbons, F. Løvholt


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23

